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Abstract- Machine learning is increasingly important in many facets of our lives as technology develops, including forecasting 
weather, figuring out social media trends, and predicting prices on the world market. This significance invoked the demand 
for efficient predicting models that can easily handle complex data and provide maximum accurate results. XGBoost and 
Random Forest are upgradable ensemble techniques used to solve regression and classification problems that have evolved 
and proved to be dependable machine learning challenge solvers. In this research paper, we comprehensively analyze and 
compare these two prominent machine learning algorithms. The first half of the research includes a relevant overview of both 
technique's significance and the evolution of both algorithms. The latter part of this study involves a meticulous comparative 
analysis between Random Forest and XGBoost, scrutinizing facets such as time complexity, precision, and reliability. We 
examine their distinctive approaches to handling regression and classification problems while closely examining their subtle 
handling of training and testing datasets. A thorough quantitative evaluation using a variety of performance metrics, such as 
the F1-score, Recall, Precision, Mean Squared Error, and others, concludes this discussion.   
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I.  INTRODUCTION 
With technological advancement, machine learning has also 
gained significance in many applications like healthcare, sports 
analysis, weather prediction, health insurance, social media 
analytics, global market price prediction, etc. This significance 
invoked the demand for efficient predicting models that can easily 
handle complex data and provide maximum accurate results. 
Ensemble learning is one of the convenient methods for 
supervised and unsupervised learning, which predominantly 
works on the principle of randomization [1-2]. The common thing 
in the aforementioned applications is that they all use ensemble 
learning to achieve their required outputs. XGBoost and Random 
Forest are the two advanced ensemble methods that provide 
efficient results. Random Forest is a paradigm-shifting invention 
in ensemble learning, particularly in the context of bagging. In 
this clever method, the final prediction judgment results from a 
synthesis1 of the outputs produced by a large number of 
individual weak learners. Random Forest strategically uses a 
subset of data for each decision-making iteration instead of 
considering every feature, which is what sets it apart from 
traditional bagging techniques. Random Forest is given the ability 
to overcome the limitations of conventional bagging techniques 
and open up fresh possibilities for improved prediction accuracy 
and robustness [3]. Extreme Gradient Boosting, or XGBoost, is a 

 
 

sophisticated development in gradient boosting, reinforced with 
various supplemental characteristics. This particular iteration 
stands out for its exceptional execution speed, improved model 
performance, and a wide range of characteristics, including 
parallelization, Core Computing, and Cache Optimization. 
Combining these features creates an ensemble of unmatched 
precision, resulting in forecasts that ring true with the highest 
degree of accuracy. Notably, XGBoost achieves superior 
prediction performance and masters the world of loss function 
reduction, utilizing its ability to identify the best strategies for 
reducing prediction errors [4-6]. 

This study expands on the foundation established by earlier 
solitary research projects on machine learning techniques. The 
article goes even further by conducting a thorough analysis and 
comparison and presenting a theoretical evaluation of various 
factors and their effectiveness. The study uses the same real-
world test and training datasets for both algorithms to highlight 
the practical relevance and applicability of these techniques, and 
it includes a range of performance metrics designed for regression 
and classification predictive modelling problems. 

 

II. LITERATURE REVIEW 
The two major types of ensemble learning are bagging and 
boosting. Michael Kearns (1988) stated the goal of boosting 
ensemble learning as “An efficient algorithm for converting 
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relatively poor hypotheses into very good hypotheses”. Hence by 
following this approach, the first boosting algorithm, Adaptive 
Boosting (also known as AdaBoost) came into being, this is 
considered as the first successful boosting algorithm. AdaBoost is 
a particular sort of self-adaptive Boosting  technique that 
improves the performance of weak classifiers by creating a set of 
numerous classifiers [7-8]. An extensive variety of concerns have 
been raised due to the fact that it automatically adjusts to the 
fundamental algorithm's error rate during training by dynamically 
regulating the weight of each sample. The theoretical examination 
of the PAC (Probably Approximately Correct) learning model 
served as the foundation for the boosting approach. The ideas of 
strong learning and weak learning were first put out by Kearns 
and Valiant. In the PAC learning model, a group of concepts is 
considered to have strong learning if a polynomial learning 
algorithm exists to identify them and their recognition accuracy is 
very high; however, if their rate of correct identification is only 
marginally higher than that of random guessing, they are 
considered to have weak learning [8]. The weak learners used in 
this algorithm have only one split and are known as Decision 
Stumps. Training of weak learners is done sequentially and more 
priority is given by the weak learners to the features which have 
many flaws, before passing through the next stump [9]. Leo 
Breiman, in 1998, introduced the idea of the loss function, a 
function that directs the algorithm's iterative process of 
assembling a group of weak learners into a strong learner, in 
AdaBoost, and in the year 1999, Jerome Friedman fabricated 
Gradient Boosting, by generalizing the entire boosting algorithm 
which differs from traditional boosting in adjusting weights, 
handling errors, and optimizing the model.   

During this time span (from 1988 to 1999), research was being 
done to overcome the major drawback of unexpected complexity 
made by classifiers of traditional methods as the classifiers were 
not providing accurate results at such conditions. The method of 
random decision forests, pioneered by Ho in 1995, involves 
growing a collection of trees with oblique hyperplane splits that 
can increase accuracy without overfitting by limiting sensitivity to 
select feature dimensions. Other splitting techniques produced 
similar results, contradicting the theory that increasing classifier 
complexity causes overfitting. Kleinberg's theory explains this 
resistance to overtraining. Random subset decision-making for 
single tree growth proposed by Amit and Geman, as well as Ho's 
notion of random subspace selection had an impact on Breiman's 
invention of random forests. This involves growing a forest by 
projecting data into random subspaces and introducing variation. 
Randomized node optimization was another key concept from 
Dietterich. With the use of CART-like techniques, randomized 
node optimization, and bagging, Breiman's article formally 
established random forests [10-11]. 

In parallel to the advancements in boosting and random forests, 
another significant development in ensemble learning was the 
emergence of stacking, a technique introduced by David Wolpert 
in 1992. Stacking takes a different approach by combining the 
outputs of multiple diverse base models through a meta-learner to 
enhance overall predictive performance. Unlike bagging and 
boosting, stacking involves a two-level architecture where the 

first level consists of the individual base models that make 
predictions on the data. These predictions are then used as inputs 
for the second-level meta-learner, which learns to combine the 
base models' outputs into a final prediction. Stacking aims to 
exploit the strengths of different models and compensate for their 
weaknesses, effectively creating a hybrid model that can capture 
more complex relationships within the data [12]. 

III.  MATHODOLOGY 

A.  DATA COLLECTION 
For Classification, The Titanic dataset was taken, it contains 
information about passengers aboard the RMS Titanic, 
including details such as their age, gender, class, and survival 
status. Two subsets of the data—one for training and the other 
for testing—were taken from the Kaggle platform. The testing 
fraction lacks survival labels whereas the training subset 
contains labeled data with survival outcomes, making it difficult 
for the models to generate reliable predictions. The dataset 
provides a wide range of attributes that can be used as 
classification algorithm inputs. This dataset was chosen because 
of its historical importance and ability to serve as an example 
when testing classification models. 

Table I (below) represents the Titanic data set and its 
description. 

 
 

TABLE I 
TITANIC DATASET FEATURES 

Features Description 

PassengerId Unique identifier for each passenger 
Pclass Passenger class (1st, 2nd, 3rd) 

Name Passenger's name 

Sex Passenger's gender 

Age Passenger's age 
SibSp Number of siblings/spouses aboard 
Parch Number of parents/children aboard 

Ticket Ticket number 

Fare Fare paid for the ticket 

Cabin Cabin number 
Embarked Port of embarkation (C, Q, S) 
Survived Survival status (0 = No, 1 = Yes) 
 
Furthermore, the California Housing dataset was chosen for 

regression analysis. It includes housing data for several 
Californian regions, including characteristics like median 
income, average rooms, and more. The dataset is essential for 
testing regression methods because it was originally derived 
from the 1990 U.S. Census. Its special qualities offer a wide 
range of property price-influencing elements. Accessibility of 
the dataset within the scikit-learn framework facilitates data 
retrieval and permits immediate integration into the pipeline for 
comparative analysis. 

Table II (below) represents California Housing Dataset 
Features. 
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TABLE II 
CALIFORNIA HOUSING DATASET FEATURES 

Features Description 

MedInc Median income in the district 
HouseAge Median age of houses in the district 

AveRooms Average number of rooms in houses 

AveBedrms Average number of bedrooms in houses 

Population Population in the district 
AveOccup Average occupancy per household 
Latitude Latitude coordinate of the district 

Longitude Longitude coordinate of the district 

MedHouseVal Median house value in the district 

B.  PERFORMANCE METRICS 
The evaluation of model performance in our comparison of 
XGBoost and Random Forest takes into account a variety of 
indicators appropriate for both classification and regression 
tasks. For classification, important metrics like accuracy, 
precision, recall, and F1-score offer a thorough grasp of the 
models' capacity to categorize instances accurately, strike a 
balance between positive and negative predictions, and reduce 
false positives and false negatives. In contrast, measures such as 
Mean Squared Error (MSE) and R-squared are crucial in 
evaluating the precision and goodness-of-fit of the model 
predictions in regression, allowing for the evaluation of the 
model's capacity to identify underlying relationships in 
continuous data. The selection of the most appropriate algorithm 
for certain use cases and datasets is made easier with the help of 
these performance measures, which jointly provide insights into 
the advantages and disadvantages of XGBoost and Random 
Forest in handling various task types. 

Figure 1 (below) shows the work flow of entire process from 
data collection till performance indicators by using anyone 
above mentioned algorisms. 

 
FIGURE1.  Work-flow of Analysis OF XGBOOSTAND RANDOM FOREST 

ALGORITHMS. 

IV.  COMPARATIVE ANALYSIS 

A.  UNBALANCED DATASET 
For unbalanced datasets, XGBoost is an excellent alternative, 

but we can't trust random forest in these situations. The classes 
will most likely be unbalanced in applications such as 
counterfeiting and fraud detection have many legitimate 
transactions compared to malicious transactions. When the 
XGBoost model is not able to predict accurately for the first 
time then it is given more priority and weight in subsequent 
iterations, enhancing its capability for predicting low-
participation classes. Still, we cannot guarantee that Random 
Forest will properly deal with class imbalances. 

XGBoost adopts a proactive stance by customizing its 
learning process to give priority to underrepresented classes, 
making it a viable option for applications with a class 
imbalance. Random Forest, on the other hand, has an inherent 
mechanism to effectively manage class imbalance, which may 
result in less accurate predictions in situations when there is a 
major skew in the classes. This analysis highlights the value of 
matching algorithmic capabilities with the properties of the 
available dataset, enabling sensible decisions in practical 
applications. 

B.  SIMILARITY SCORE 
In machine learning, the domain similarity score is the 
dimension representing the object features. If the similarity 
score is low, it means that the features have a small distance. 
XGBoosting trims off the decision tree with a Similarity Score, 
before the real modeling purposes. XGBoost scans the 
information gain of a node in a decision tree to find the 
difference between a node's similarity score and a child's 
similarity score. If the information gained from a node is the 
minimum then it ceases constructing the decision tree to a larger 
depth which can control the testing error problems, whereas if 
the Random Forest decision trees are provided with the same 
dataset the model will show a high testing error. When the test 
data is introduced, the model will collapse if the trees are fully 
developed. As a result, substantial emphasis is devoted to 
distributing all of the sample's elementary units to all trees with 
roughly equal participation. Utilizing the "Similarity Score" as a 
pre-pruning criterion by XGBoost shows a proactive approach 
by limiting tree development when the gain is limited.  

On the other hand, the focus on evenly distributed data 
among trees in Random Forest emphasizes a preventative 
strategy against overfitting, which can be brought on by uneven 
data distribution. It helps to make an informed decision about 
which ensemble techniques to use and how to use them based 
on the unique properties of the dataset at hand when you are 
aware of the subtle mechanics that underlie these algorithms. 

C. HYPERPARAMETER TUNING 
One of the most significant differences between Random Forest 
and XGBoost algorithms is that in XGBoost more priority is 
given to the functional space as far as the reduction of model 
cost is concerned, on the other hand, hyperparameters are given 
more priority in Random Forest. In Random Forest all trees get 
affected by small variations in hyperparameter which can lead 
to inappropriate prediction. So when test data is expected with a 
large number of changes with a preconceived intention of 
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hyperparameter for the whole forest, this approach is not a good 
option. While in XGBoost only the tree initially works through 
hyperparameter and logically adapts at the beginning of the 
iteration. Also, XGBoost takes a small number of initial 
parameters when it is compared the Random Forest [13-15]. 
   The dynamic allocation of hyperparameters to specific trees in 
XGBoost promotes adaptability, enabling robust performance in 
response to changing test data conditions. Contrarily, Random 
Forest faces difficulties when incorporating a variety of real-
time inputs due to its interrelated hyperparameter influence. 
This investigation highlights the complex interaction between 
algorithmic design and hyperparameter tuning and emphasizes 
the significance of matching these elements to the particular 
requirements of the application area. 

D. EFFECT OF LEAF NODE 
In Random Forest, the developers are made to add more features 
to data to ensure how the algorithm works to that given data 
because there are many decision trees with equal leaf nodes to 
obtain efficient accuracy with available data. While in XGBoost 
the number of leaf nodes doesn't matter. If the predictability of 
the model is not up to the mark, then the algorithm adds more 
leaf sequentially in the decision tree which discards the biasness 
to the large extent and the result completely supports the given 
data [16]. 

In order to maximize accuracy, Random Forest uses many 
trees with consistent leaf nodes, which calls for in-depth feature 
engineering. While this is going on, XGBoost takes a more 
flexible approach, closely matching the intrinsic properties of 
the data while iteratively changing leaf nodes to improve model 
prediction. This subtle investigation highlights the complex 
interactions between algorithmic tactics, leaf-node 
manipulation, and the quest for precise predictions. 

E. OVERFITTING 
In XGBoost the overfitting is avoided by automatically selecting 
a flex point which decreases the performance of the dataset and 
increases the performance of the training set continuously as the 
overfit starts. The loss function which is used in training the 
model is the measure performance. Few trees in a Random 
Forest can lead to overfitting which can easily be indicated 
because a Random Forest implemented with one tree is the same 
as a single tree [17 - 18]. The overfitting decreases as more trees 
are added to the Random Forest but this overfitting can never be 
approached to zero. Random Forest handles error minimization 
by reducing variance. To decrease the variance the trees are 
made independent, but biasedness cannot be reduced by the 
algorithm. 

By dynamically adjusting flex points, XGBoost adds 
adaptability while balancing training efficiency with dataset 
size. On the other side, Random Forest uses the power of 
ensemble to minimize variation and reduce overfitting, however 
complete eradication is still impossible. The challenge of 
controlling overfitting in the context of several algorithmic 
approaches is highlighted by this investigation. 

F. HANDLING MISSING VALUES 
XGBoost demonstrates robustness in handling missing data by 
adding built-in techniques to handle such situations during 
model training. XGBoost eliminates the requirement for explicit 
imputation steps by managing missing values and having the 
capacity to learn from missingness [19-20]. The management of 
missing data, on the other hand, necessitates preprocessing steps 
in Random Forest, which frequently calls for methods like mean 
imputation or surrogate splits to account for missing values 
during tree construction. This difference demonstrates 
XGBoost's competitive edge in its ability to smoothly 
incorporate missing values and learn from them, hence reducing 
the potential negative effects of data gaps on model 
performance. In contrast, Random Forest relies on additional 
imputation methods, which raises the bar for preprocessing 
complexity. Understanding these various methods for handling 
missing values ultimately helps in choosing the best algorithm 
for datasets with data gaps, which results in more accurate and 
trustworthy predictive modeling. 

G. HANDLING NON-LINEARITY 
XGBoost, known for its ensemble capabilities, skillfully handles 
non-linearity by combining decision trees and boosting 
approaches. Multiple weak learners are combined using 
XGBoost, which naturally detects complex non-linear patterns 
in the data [21-22]. Because boosting is an iterative process, 
XGBoost may effectively represent non-linear interactions by 
improving predictions via repeated iterations. This allows 
XGBoost to focus increasing emphasis on situations with 
challenging outcomes. Furthermore, XGBoost's feature 
transformations, such as discretization and quantile-based 
binning, increase its ability to recognize complicated 
relationships, which improves its ability to move through non-
linear domains. 

In contrast, Random Forest's strategy for dealing with non-
linearity is based on the diversity of its trees and its ensemble 
structure. Random Forest takes advantage of the collective by 
building many decision trees on bootstrapped data. 

V.  EXPERIMENTAL RESULTS 
Both XGBoost and Random Forest can be used for predictive 
regression and classification modeling. Two distinct datasets have 
been used for detailed analysis of XGBoost and Random Forest in 
order to check which algorithm is better for regression and 
classification techniques. 

A.  CLASSIFICATION 
Due to its iterative structure, which enables it to adaptively 
improve accuracy over iterations, XGBoost emerges as a front-
runner for classification. In contrast, Random Forest has a 
tendency to handle class imbalances efficiently, but it may have 
issues with computing performance in real-time predictions, 
especially when there are a lot of trees. Table III (below) 
represents the result derived from XGBoost and Random Forest 
algorithms for classification. 
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TABLE III 

TABULAR COMPARISON OF CLASSIFICATION MODELS 

Metrics XGBoost Random Forest 

Accuracy 0.82 0.80 
Precision 0.83 0.83 

Recall 0.72 0.66 
F1-score  0.77 0.74 

 
a) ACCURACY RATE 
The accuracy rate of XGBoost was 0.82, which was marginally 
better than random forest's accuracy of 0.80. This shows that 
XGBoost's predictions in this particular dataset were more 
accurate, demonstrating its capacity to recognize underlying 
patterns and relationships. 
b) PRECISION 
Both XGBoost and Random Forest showed remarkable 
precision levels of 0.83. This implies that both algorithms were 
equally proficient at accurately recognizing positive situations, 
highlighting their competence in limiting false positive 
predictions.  
c) RECALL EVALUATION 
Recall, which is sometimes referred to as sensitivity or the true 
positive rate, measures how well the model can find all pertinent 
instances in the dataset. With a recall of 0.72, XGBoost 
outperformed Random Forest, which had a recall rate of 0.66. 
This suggests that XGBoost was more adept at minimizing false 
negatives because it had a higher capacity to identify and 
appropriately label positive events. 
    These results demonstrate that XGBoost performed better in 
terms of recall, indicating that it can discover relevant examples 
thoroughly even when there are more instances to classify. 
According to this result, XGBoost may be better appropriate for 
applications where thorough identification of positive cases is 
important. 
d) F1- SCORE 
The F1-score, a harmonic mean of precision and recall, offers a 
balanced perspective on the model's overall performance. 
Random Forest received an F1 score of 0.74, whereas XGBoost 
received a score of 0.77. This lends greater credence to the idea 
that XGBoost excelled at striking the right balance between 
precision and recall, resulting in a more thorough and precise 
model evaluation. 
    On the basis of results, we can say that, the analysis of the 
metrics for accuracy, precision, recall, and F1-score show that 
XGBoost performed marginally better than Random Forest in 
the context of the studied dataset. The subtle variations in these 
metrics highlight the algorithms' advantages and provide 
information about how well-suited they are to various use cases. 
Figure 2 (below) shows the evaluation metrics analysis. 

 
 

FIGURE 2.Comparative analysis of evaluation matrix. 

B.  REGRESSION 
Regression analysis reveals the superior performance of 
XGBoost, which is especially clear in its reduced Mean Squared 
Error and higher R-squared values. This suggests that it has a 
remarkable capacity for capturing intricate correlations in 
continuous data. Even if it is capable, Random Forest displays 
lower R-squared values and a relatively greater Mean Squared 
Error, which indicates a substantially larger prediction error and 
less variance explained in regression scenarios. Table IV 
(below) shows the result derived from XGBoost and Random 
Forest algorithms for Regression.  

TABLE IV 
TABULAR COMPARISON OF REGRESSION MODELS 

Models MEAN SQUARED 
ERROR 

R-squared 

   

XGBoost 0.29 0.77 

Random Forest  0.60 0.54 
   

a) MEAN SQAURED ERROR 
XGBoost demonstrated its skill in minimizing the squared 
disparities between anticipated and actual values by producing a 
noticeably reduced MSE of 0.29. However, Random Forest had 
a significantly higher MSE of 0.60, indicating a far higher level 
of prediction inaccuracy. These results highlight XGBoost's 
strong regression skills and demonstrate its capacity to produce 
predictions that are less variable from real values 
b) R-SQUARED EVALUATION 
The R-squared statistic, also known as the coefficient of 
determination, is a useful indicator of how effectively the 
regression model captures the variance of the dependent 
variable. In the research that was given, XGBoost showed an 
impressive R-squared value of 0.77, indicating that the model 
can account for around 77% of the variance in the dependent 
variable. In contrast, Random Forest produced an R-squared 
value of 0.54 and indicated that it explained about 54% of the 
data variance. This demonstrates XGBoost's better performance 
in regression modeling and further supports its ability to identify 
and explain the correlations between variables. 

To summarize the above results we can say that, the 
comparison of regression measures demonstrates that XGBoost 
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is more adept at producing precise predictions than Random 
Forest, with a lower Mean Squared Error and a higher R-
squared value. These outcomes highlight the capability of 
XGBoost for accurate regression modeling, highlighting its 
benefits in reducing prediction errors and identifying underlying 
patterns in the data. 

VII. CONCLUSION 
This paper compares and contrasts the two machine learning 
algorithms, XGBoost and Random Forest, by comparing their 
valuable features such as overfitting, hyperparameter tuning, 
and the impact of leaf nodes, handling missing values, 
classification, and regression. By rigorously examining their 
performance characteristics, this study has revealed each 
algorithm's nuanced strengths and weaknesses. The detailed 
analysis of these two machine learning algorithms concludes 
that XGBoost has the upper hand over Random Forest in 
multiple dimensions. Notably, its iterative approach and 
enhanced accuracy make it a formidable choice in predictive 
modelling tasks. On the other hand, Random Forest’s main 
limitation lies in its computational efficiency for real-time 
predictions, particularly with many trees. Furthermore, its 
usefulness may be constrained by the bias toward characteristics 
with higher levels in the presence of categorical variables with 
different levels. 
     To conclude the research, the thorough comparison of 
XGBoost and Random Forest reveals that XGBoost contains 
most of the admirable attributes due to its accurate iterative 
process. The knowledge gained from this research gives 
programmers a better grasp of the characteristics that make 
XGBoost a desirable choice in various situations, enabling wise 
algorithm selection based on particular needs.  
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